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I am here because I love to design
presentations.

Hello!
I Am John Miller

You can contact me at @username

Who am I

B.A. in Physics, B.A. in Astrophysics, 
U.C. Berkeley

Ph.D. in Physics, Yale University 
Thesis: Machine Learning Solutions for High 
Energy Physics: Applications to Electromagnetic 
Shower Generation, Flavor Tagging, and the 
Search for di-Higgs Production [arXiv:1903.05082] 

Former Member, 
ATLAS Collaboration, CERN

Visiting Affiliate, 
NERSC

Postdoctoral Researcher, 
Facebook AI Research
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AI for Science

Facebook company Michela Paganini09/23/2020
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Neural Networks can be thought of as physical objects obeying fundamental laws. 

CAN STUDY  THE INTERACTIONS OF THEIR FUNDAMENTAL COMPONENTS USING EXPERIMENTAL PROCEDURES.

Science of Deep Learning

Michela Paganini09/23/2020
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Experimental Science

Learn from other Sciences.
Theoretical Science Engineering

The scientific method in the science of ML

Michela Paganini09/23/2020
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Science is a verb
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Recent contributions

The Scientific Method 
in the Science of 

Machine Learning 

Facebook company

One Ticket to Win 
Them All: Generalizing 

Lottery Ticket 
Initializations Across 

Datasets and 
Optimizers

On Iterative Neural 
Network Pruning, 

Reinitialization, and 
the Similarity of 

Masks  

Streamlining Tensor 
and Network Pruning 

in PyTorch  

 
 

dagger: A Python 
Framework for 

Reproducible Machine 
Learning Experiment 

Orchestration  

Bespoke vs. Prêt-à-
Porter Lottery Tickets: 

Exploiting Mask 
Similarity for Trainable 
Sub-Network Finding 

ICLR 2019 workshop 
oral

NeurIPS 2019 
poster

under review ICLR 2020 workshop 
oral

ICLR 2020 workshop 
poster

under review 

Prune Responsibly 

under review 
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Papers at FAIR

Facebook company
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"We are clamoring for 
empiricism in the sense of the 

experimental physicist: running 
controlled experiments to 

explain away the mysteries of a 
complex system."

Ali Rahimi, Ben Recht

http://www.argmin.net/2017/12/11/alchemy-addendum/
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"There’s a mass influx of newcomers to 
our field and we’re equipping them with 
little more than folklore and pre-trained 
deep nets, then asking them to innovate. 
We can barely agree on the phenomena 

that we should be explaining away. "
Ali Rahimi, Ben Recht

Michela Paganini09/23/2020

http://www.argmin.net/2018/01/25/optics/
http://www.argmin.net/2017/12/11/alchemy-addendum/
http://www.argmin.net/2018/01/25/optics/
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Agenda

Facebook company

1. The scientific method in the science of ML 
2. Hypothesis formulation and testing 
3. Uncertainties 
4. Blind analysis and pre-registration 
5. Reproducibility 
6. Open-source contributions 
7. Measuring the disproportionate harm of pruning 

Michela Paganini09/23/2020



Try the Scientific Method!

Michela Paganini 
Facebook AI Research

Jessica Forde 
Project Jupyter

Is it  science if  it  “just works”? 
"Explorimentation", poking around to see what 
happens, does not constitute sufficient progress 

What can hypotheses do for me? 
Proper application of the scientific method can 
help researchers understand factors of variation 
in experimental outcomes! 

Why measure experimental variation? 
Experimental outcomes are random variables: 
appropriate statistical machinery must be employed 

How do I better measure improvements in 
machine learning? 

Formulate hypotheses for the behavior of a 
model 

State expected results under the various 
hypotheses 

Record outcomes from the baseline on datasets 
in or thogonal scenarios from the desired 
experiment 

Control for nuisance parameters in your 
experimental setup 

Can model per formance a s: ba seline + 
μ*modification

NOW with hypothesis testing  
& uncertainty estimation!

Towards an experimental science 
... of machine learning!

pay closer attention to statistical and systematic 
uncertainty and consider the scientific robustness of claims

"Wow! I can read it 
on the arXiv!" 

D o  W
h a t

S c i e n t i s t s

D o
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What can we learn from the 
other sciences?

Michela Paganini09/23/2020

The Scientific Method in the Science of Machine Learning, arXiv:1904.10922



A social contract among scientists to 
harmonize workflows and compare 
findings?

15Facebook company

The one and only way to make 
objective statements?

The scientific method in the science of ML

Michela Paganini09/23/2020
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Transparency Falsifiability Reproducibility Intellectual Honesty

The scientific method in the science of ML

Michela Paganini09/23/2020
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Key Steps for Experimental Scientific Research.

hypothesis formulation 

statement of expectations 

experiment design 

statistical analysis 

uncertainty estimation

The scientific method in the science of ML

Michela Paganini09/23/2020
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"The null hypothesis is ..., the alternative hypothesis is ..." 

"If the hypothesis is right, then I should expect to observe ..." 

"I design this experiment to be sensitive to..." 

"Do I observe the expected effect? Is it stronger or weaker than expected?" 

"Do I have enough observations and did I account for systematic biases?"

Key Steps for Experimental Scientific Research.

hypothesis formulation 

statement of expectations 

experiment design 

statistical analysis 

uncertainty estimation

The scientific method in the science of ML

Michela Paganini09/23/2020
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"The first step towards a scientific formulation 
of ML then demands a more dramatic shift in 
priorities from drawing and recording single 

instances of experimental results to collecting 
enough data to gain an understanding of 

population statistics."

The scientific method in the science of ML

Michela Paganini09/23/2020
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"it is plausible that a significant percentage of 
published work claiming state-of-the-art 

performance actually has no statistical 
sensitivity to measure their improvement over 

competing methods."

The scientific method in the science of ML

Michela Paganini09/23/2020
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• unreproducible findings can be built upon 
reproducible methods 

• not just a matter of deterministic reproducibility of 
methods and single numerical results 

• necessity of ensuring the reproducibility of empirical 
findings and conclusions by properly accounting for 
essential sources of variations 

• more energy should be devoted to proper empirical 
research in our community 

• promote the use of more rigorous and diversified 
methodologies

Facebook company Michela Paganini09/23/2020
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Measurements are affected by 
sources of variations

Michela Paganini09/23/2020
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Reproducibility

Michela Paganini09/23/2020
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Reproducibility

Facebook company

https://ai.facebook.com/blog/how-the-ai-community-can-get-serious-about-reproducibility/

Michela Paganini09/23/2020
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Reproducibility

Trust

Progress

Integrity

Reliability

Confidence

Michela Paganini09/23/2020



R e p r o d u c i b i l i t y  

 
 
Spend minutes instead of days on 
baselines

R e s p o n s i b i l i t y  

 
Publish solid papers with reproducible 
results.

D i s c o v e r y  

Find the best models related to your 
research/application!

Slide adapted from Ailing Zhang

Facebook company Michela Paganini09/23/2020
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Blind Analysis and 
Pre-Registration

Michela Paganini09/23/2020
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Let’s think about cognitive bias 
Nature Editorial

"One enemy of robust science is our 
humanity — our appetite for being right, 
and our tendency to find patterns in noise, 
to see supporting evidence for what we 
already believe is true, and to ignore the 
facts that do not fit."

Michela Paganini09/23/2020
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Issues

"Carefully debugging 
analyses and debunking 
data that counter a 
favoured hypothesis, 
while letting evidence 
in favour of the 
hypothesis slide by 
unexamined."

Asymmetrical Attention Reproducibility Crisis Reporting Bias Recency Bias

The decision to publish 
or withhold results is 
influenced by how 
strongly they support the 
leading hypothesis. Result 
sections become less 
useful. Promising ideas 
are rejected for not 
achieving clear SOTA. 

Bulk of attention to 
minor iterations over a 
few latest trends. 
Harder to publish novel 
ideas that buck the 
trend.

Let’s think about cognitive bias 
Nature Editorial
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Issues
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Issues

Asymmetrical Attention Reproducibility Crisis

The decision to publish 
or withhold results is 
influenced by how 
strongly they support the 
leading hypothesis. Result 
sections become less 
useful. Promising ideas 
are rejected for not 
achieving clear SOTA. 

Reporting Bias Recency Bias

"Carefully debugging 
analyses and debunking 
data that counter a 
favoured hypothesis, 
while letting evidence 
in favour of the 
hypothesis slide by 
unexamined."

Bulk of attention to 
minor iterations over a 
few latest trends. 
Harder to publish novel 
ideas that buck the 
trend.
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Issues

Asymmetrical Attention Reproducibility Crisis Reporting Bias

Bulk of attention to 
minor iterations over a 
few latest trends. 
Harder to publish novel 
ideas that buck the 
trend.

Recency Bias

"Carefully debugging 
analyses and debunking 
data that counter a 
favoured hypothesis, 
while letting evidence 
in favour of the 
hypothesis slide by 
unexamined."

The decision to publish 
or withhold results is 
influenced by how 
strongly they support the 
leading hypothesis. Result 
sections become less 
useful. Promising ideas 
are rejected for not 
achieving clear SOTA. 

for more, see Bias by Miguel 
Delgado-Rodriguez, Javier Llorca 



Examples from the Sciences
From Blind Analysis in Nuclear and Particle Physics by Joshua R. Klein and 
Aaron Roodman 

From Likelihood of Null Effects of Large NHLBI Clinical Trials Has 
Increased over Time by Robert M. Kaplan and Veronica L. Irving 
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Blind Analysis

Accounting for Human Bias

Preregistration

Multi-group replication / competition, ...

Other Solutions
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cos.io/prereg/ preregister.science

Don't judge a paper by its p-value.

Blind analysis and pre-registration
2. The scientific method in the science of ML

Michela Paganini09/23/2020

http://cos.io/prereg/
http://preregister.science
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Hide the final numerical result from the experimenter until all analysis methodologies and choices 
have been frozen. 
Before unblinding: state hypotheses, design analysis, debug all code, account for all uncertainties, finalize modeling 
choice, fix hyper-parameters, agree on all analysis decisions. 
Analyze in the dark to prevent experimenter's bias, then remove the cloak of invisibility.

Blind Analysis

"list and schedule all the checks in advance of knowing the 
answer, and carry them out in either case (i.e. ask the 
question “What would we be checking if the answer were 
8σ off?”, write it down, and then do it in any case)" 
Benefits of Blind Analysis Techniques, by Joel G. Heinrich 

encrypt the analysis!
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How can we develop analyses in a blind manner?  

• Add or remove unknown number of examples 
• Develop on non-sensitive data, hide the signal region 
• Mix real data with synthetic data in unknown proportion 

• Rely only on simulated data 
• Shuffle unknown fraction of labels 
• Add unknown offset to results (random asymmetry when comparing methods) 
• ...

Blind Analysis Methods
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Example: Blinding in High Energy 
Physics

"It is only after the sign-off that the signal region is unblinded. 
The results of the unblinding are put through further scrutiny 
by the collaboration before being are made public." 
 
Blinding and unblinding analyses, by Achintya Rao on behalf of CMS 

Simulation

hypothetical 
new particle
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The Pruning Case Study
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Pruning

Facebook company

"removing superfluous structure"

how to identify?

what kind of structure?

Michela Paganini09/23/2020



The state of pruning

Can be executed before, during, and after training  

Pruning methods differ across many dimensions: 

‣ based on weight magnitude, activations, gradients, 
Hessian, interpretability measures, credit assignment, 
random, etc. 

‣ Layer-wise vs global, unstructured vs structured, etc. 

‣ Rule-based, bayesian, differentiable, soft 
approaches, etc. 

‣ One-shot vs iterative pruning 

‣ Followed by: finetuning, reinitialization, rewinding

Pruning should remove unnecessary redundancy and unused capacity

41Facebook company Michela Paganini09/23/2020
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Initialize Train

Michela Paganini09/23/2020
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Initialize Train Prune

Michela Paganini09/23/2020
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"finetuning"

Initialize Train Prune

Michela Paganini09/23/2020
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"rewinding"

Initialize Train Prune

Michela Paganini09/23/2020
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Initialize Prune Train

Michela Paganini09/23/2020
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???
Michela Paganini09/23/2020
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Reproducible Experiment Orchestration
facebookresearch/dagger



49

Goals:  
- Allow researchers to abstract away fundamental scientific 
contributions from experiment-tracking boilerplate code 
- Bookkeeping: track model state provenance 

Concepts: 
- Experiment: the graph 
- Experiment State: a node 
- Recipe: an edge

dagger is a minimal framework for describing trees of network-mutating actions suited to the needs of 

researchers, allowing fast experimentation as well as maintenance of clear provenance in experiment evolution .
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Experiment Analysis

Custom DefinitionsExperiment Loop
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Centralized Pruning 
in PyTorch
torch.nn.utils.prune



New pruning technique? 

Just subclass BasePruningMethod and 
implement compute_mask!

52

torch.nn.utils.prune

Facebook company

Mark Zuckerberg 
President and CEO, Facebook

Different tensor pruning techniques enabled 
under a unified framework

Michela Paganini09/23/2020

https://pytorch.org/docs/master/_modules/torch/nn/utils/prune.html#CustomFromMask
https://pytorch.org/docs/master/_modules/torch/nn/utils/prune.html#PruningContainer
https://pytorch.org/docs/master/_modules/torch/nn/utils/prune.html#Identity
https://pytorch.org/docs/master/_modules/torch/nn/utils/prune.html#RandomUnstructured
https://pytorch.org/docs/master/_modules/torch/nn/utils/prune.html#L1Unstructured
https://pytorch.org/docs/master/_modules/torch/nn/utils/prune.html#RandomStructured
https://pytorch.org/docs/master/_modules/torch/nn/utils/prune.html#LnStructured
https://pytorch.org/docs/master/_modules/torch/nn/utils/prune.html#BasePruningMethod
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Easy to extend
supports 3 PRUNING_TYPEs: 
'global', 'structured',  
and 'unstructured' (to 
determine how to combine 
masks if pruning is applied 
iteratively)

instructions on how to 
compute the mask for the 
given tensor according to 
the logic of your pruning 
technique

Easy to use
model = LeNet()  # unpruned model 

# L_2 structured pruning will remove 50% of channels across axis 0 
prune.ln_structured( 
    module=model.conv1, 
    name="weight", 
    amount=0.5, 
    n=2, 
    dim=0 
)

Iterative pruning made easy

for _ in range(10): 
    # Remove 2 connections per iteration 
    prune.l1_unstructured(module=model.fc1, name="bias", amount=2)

prune.PruningContainer handles the combination of successive masks for you 

parameters_to_prune = ( 
    (model.conv1, "weight"), 
    (model.conv2, "weight"), 
    (model.fc1, "weight"), 
) 

prune.global_unstructured( 
    parameters_to_prune, 
    pruning_method=prune.L1Unstructured, 
    amount=0.2, 
)

Global pruning made easy

torch.nn.utils.prune

Michela Paganini09/23/2020
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torch.nn.utils.prune 

Michela Paganini09/23/2020
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Prune Responsibly
arXiv:2009.09936

https://arxiv.org/abs/2009.09936
https://mickypaganini.github.io/pruneresponsibly.pdf
https://arxiv.org/abs/2009.09936
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Prune Responsibly, Paganini [arXiv:2009.09936]

Test hypotheses that class complexity, difficulty, and representation 
matter in determining the accuracy after pruning

Facebook company

Fit a linear model for class accuracy as a function of: 
- unpruned model class accuracy 
- class entropy 
- class representation 
- sparsity 
- dataset 
- model 
- pruning technique 
- weight treatment after pruning

Reject hypothesis that coefficients = 0 

Prune and measure class accuracy for over 1M classes across over 100k models

Michela Paganini09/23/2020
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Closing Remarks

Michela Paganini09/23/2020
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Thanks!
Questions? Contact me

 ! WonderMicky

Michela Paganini09/23/2020

https://twitter.com/WonderMicky
https://twitter.com/WonderMicky

